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a b s t r a c t 

An absolute calibration method for the PMT mosaic used in the SPHERE-2 experiment is presented. The 

method is based on the relative calibration of all PMTs in the mosaic to a single stable PMT, incorporated 

in it, during each measurement event and subsequent absolute calibration of that single PMT using a 

known stable light source. The results of the SPHERE-2 detector PMTs calibration are presented and are 

discussed. 

© 2016 Elsevier B.V. All rights reserved. 

1

1

 

r  

e  

S  

a  

T  

m  

g  

t  

o  

a

 

d  

m  

t  

h  

f  

a  

g  

o  

p  

t  

d

s  

o  

e  

o  

s

 

c  

t  

p  

a  

p  

t  

P  

t  

m  

a  

a  

t  

c  

c  

w  

h

 

i  

s

h

0

. Introduction 

.1. Reflected Vavliov–Cherenkov radiation method 

SPHERE is a cosmic ray experiment based on the registration of

eflected from the snow surface Vavilov–Cherenkov radiation gen-

rated by extensive air showers (EAS) [1] . The scientific goal of the

PHERE experiment is to study the primary cosmic ray spectrum

nd mass composition in the energy range 5 · 10 15 –5 · 10 17 eV.

he chosen optical method of EAS registration allows good pri-

ary energy measurements, but has low duty factor, thus the main

oal in primary spectrum study is to achieve good estimation of

he cosmic ray flux with low systematic uncertainties. The study

f the primary mass composition is based on the event-by-event

pproach [2] . 

The idea of such an experiment was proposed by A.E. Chu-

akov in 1972 and was later described in [3] . In his idea a plane-

ounted detector consisting of a pair of common photomultiplier

ubes (PMT) and a pair of electro-optical converters (EOC) should

ave been observing the snow surface from a 10 km altitude. All

our detectors were supposed to observe the same area and to have

 viewing field of about 1.5–2 sr. The PMTs were planned as trig-

ers for photocameras registering images from the EOCs. Images

f the Vavilov–Cherenkov radiation spot on the snow should have

rovided detailed information on the EAS properties. Additionally

he proposed detector had a sophisticated calibration system con-
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isting of a controlled flash-source aimed so as to produce spots

f light in the field of view of the detector, e.g. artificial show-

rs, which provided means for the relative and absolute calibration

f the detector, snow surface properties measurements and atmo-

phere transparency control. 

The proposed method of EAS registration features a quasi-

ontinuous sensitive area unique for the ground based EAS detec-

or arrays registering the lateral distribution of particles. This is

ossible due to the reflected Cerenkov light being collected from

ll of the visible to the detector surface rather than from separate

oints. Also the small size of the detector makes it easy to main-

ain and the compact configuration of the sensitive element (the

MT mosaic) allows a simple on-line relative and absolute calibra-

ion (which is described in this paper), means for detector state

onitoring (the same as for fluorescent telescopes and imaging

ir Cherenkov telescopes). The airborne detector mount provides

ll means for atmospheric parameters control. Also, as a feature,

he detector has a variable energy range with an almost constant

ounting rate. e.g. the change in the flight altitude results in the

hange of both the low and the high energy thresholds (both grow

ith altitude) in a way that the number of registered showers per

our is roughly constant for altitudes from 400 m up to 3 km. 

In this paper only the calibration of the detector PMT mosaic

s described and discussed. The energy calibration of the recon-

tructed events is described in [1,2] . 

.2. SPHERE-2 detector 

The SPHERE-2 apparatus was a balloon-borne detector lifted to

bout 40 0–90 0 m above the snow surface. The detector consisted

f a control block, a 1.5 m diameter 0.94 m curvature radius

http://dx.doi.org/10.1016/j.astropartphys.2016.01.004
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Fig. 1. Optical scheme of the SPHERE-2 detector. 
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Fig. 2. Angular light intensity dependence for output from optical fiber 1. Dots rep- 

resent data and line represents fit. The flattening at low angles is less than 1.5%. 

Table 1 

LED flashes pattern. ‘X’ indicates that a particular LED was on, empty 

cell indicates that it was off. Time slot is 375 ns long. 

Time slot 

LED 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 x x x x x x x x 

2 x x x x x x x x 

3 x x x x x x x 

4 x x x x x x 

5 x x x x x 

6 x x x x 

7 x x x 
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spherical mirror with a photomultiplier tube mosaic near its focus

(see Fig. 1 ) [4] . The mosaic in turn consisted of 109 PMTs (108

FEU-84-3 PMTs [5] and a Hamamatsu R3886 PMT [6] ) arranged in

a hexagonal grid. 

The control block contained the batteries and the electronics,

including the trigger system (TS), data acquisition system (DAQ),

calibration system (CS) etc. [7] . The DAQ contained 10-bit flash

analog-to-digital converters (FADC) with 80 MHz sampling fre-

quency (e.g. 12.5 ns discretization). DAQ worked in a continuous

mode first forking the signal from each PMT to TS and to a 6 μs

delay line. When the TS produced an ‘event’ signal the DAQ started

recording 12.8 μs of signal from the delay line (e.g. capturing

∼6 μs of the signal prior to the trigger) forming an ‘event’ frame.

Each ‘event’ frame was paired by a ‘calibration’ frame (see below). 

All measurements were performed on site at the Baikal Lake

with a tethered balloon during the winter periods of 2010–2013. 

1.3. The calibration system setup 

The calibration system for SPHERE-2 consisted of a control

board for 7 UV LEDs (FYL-5013VC1C [8] ). The LED emission max-

imum was at 405 nm with a 15 nm width (manufacturer provided

values). Each LED was controlled independently. The brightness

of all LEDs was set to be more or less the same though for this

method it is not relevant whether they have the same brightness

or different. The only practical restriction was that if all of the

LEDs flash together they should not saturate any PMTs in the

mosaic or else this pulse will not be usable. 

The light from the diodes was transferred to the mosaic via op-

tical fibers. Each diode had its own outgoing fiber. The ends of the

optical fibers were flat and coated in a matted material to produce

a known (see Fig. 2 ) angular light distribution. On the mirror the

ends of the fibers were fixed in the corners of the central hexago-

nal segment (LEDs number 2 to 7) and in its center (LED number

1). The fibers were fixed orthogonally to the mirror surface. 

The LED control board 5.8 μs after each TS signal produced a

short ( ∼200 ns) all-LED pulse. This pulse appeared at the end of

each ‘event’ frame. Since all optical fibers were of the same length

and the distances from their ends to the mosaic were relatively the

same, this light pulse was simultaneous on all of the PMTs in the

mosaic. So this pulse served for channel time shift detection and

correction and for precise (less than 0.1 time bin size, e.g. about

1.5 ns) channel synchronization. 
18 μs after the trigger the LED control board produced a

eries of pulses by individual LEDs and by their combinations.

hese pulses created a ‘calibration’ frame, used for a linearity

heck and relative calibration. The flashes pattern is shown in

able 1 . The TS operated at a lower frequency than DAQ. So

o avoid confusion with DAQ time bins the TS time quanta are

alled ‘time slots’. The time slot is 375 ns long, what corre-

ponds to 30 time bins of signal measurement which is com-

arable with the Cherenkov light pulse duration from an EAS.

his flash pattern allows to obtain a wide range of signals from

ach PMT for linearity check and gather sufficient data for stable

alibration. 
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Fig. 3. The comparison of the two LED pulses amplitudes within the same ‘calibra- 

tion’ frame. S 1 — amplitude of the first pulse and S 2 of the second pulse. Black line 

shows linear dependence S 1 = S 2 . 
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. The method 

The main idea of the presented calibration method is rather

imple. After each TS signal the sensitive element of the detector

s illuminated by a light source with a known angular distribution.

he recorded signals are used to analyze the sensitivity of each

ixel in comparison to the preselected one. This is similar to the

ethods used in Auger [9,10] and Telescope Array [11] for fluores-

ence telescopes or for cameras as in the planned CTA experiment

12] or in the on-going MAGIC experiment [13] . A similar method

s proposed for JEM-EUSO experiment [14] . The main difference in

he implementation of the described method in our case is that we

id not try to achieve the spatial uniformity of the light field across

he mosaic. In all of the above mentioned experiments a consider-

ble effort is made to make the relative calibration light field pulse

o be spatially uniform (as it greatly simplifies the analysis), but

his is not necessary for the method itself. In our setup achiev-

ng a spatially uniform light field across the mosaic is a difficult

ask since the optical fibers outputs are close to the mosaic. Also

 spatially uniform light field does not guarantee an equal number

f photons reaching the PMTs’ photocathodes due to reflections on

he PMTs glass surfaces due to the relatively high incidence angles

up to 40 °) for outer PMTs. 

Since the FEU-84-3 PMTs are rather unstable under varying

onditions, specifically the significant increase in sensitivity be-

ween the completely dark environment and with a starlight back-

round (up to 25% increase in sensitivity), a stable Hamamatsu

3886 PMT was installed into the mosaic. A relative calibration

rocedure was done for each event to measure the sensitivity of

ach PMT relatively to the stable one. Later an absolute calibration

rocedure of the stable PMT was carried out. 

The relative calibration was done by illuminating all of the

MTs by light-emitting diodes (LEDs) with a known light distribu-

ion over the mosaic. For this distribution the amount of photons

eaching each PMT can be calculated. These numbers were then

ormalized to the number of photons in the selected stable PMT

iving the ratios between signals in different PMTs. Then using sig-

als from the calibration pulses a coefficient was selected for each

MT so that the ratio between the signal from this PMT and the

ignal in the stable PMT are equal to the calculated ratio. 

. Calibration system checks 

.1. Optical fiber check 

To perform the relative calibration the distribution of light

cross the mosaic in the calibration pulse should be known. This

istribution can be calculated for a known light distribution from

 single fiber (a direct measurement was not possible due to tech-

ical reasons). So the fibers one by one were connected to a light

ource (ultra-bright 10 W white LED) on input and pointed to a

hite screen with a scale grid on it. The resulting light spot was

hotographed using a Practica DC34 camera (with a common CCD

ptical sensor). Another photo was taken under the same condi-

ions without the spot to measure the background light distribu-

ion. The camera was then checked for linearity. The camera out-

ut was proven to be linear in our conditions, but showed notice-

ble non-linearity due to pixels over saturation by noise at higher

ight intensities. A picture of an evenly illuminated screen was

aken in order to correct the camera zone sensitivity and possi-

le screen unevenness. The pictures were converted to numerical

rrays of light intensity. All components of the 2560 × 1920 × 3

rray were combined and averaged in a 100 × 100 × 3 pixel area

orming a single bin. After that background and camera sensitiv-

ty corrections were applied. The resulting light distribution was

hecked for symmetry and fitted by the cos n θ function. In Fig. 2
he normalized intensity distribution is shown (black dots) along

ith the best fit with n = 5 . 99 ± 0 . 02 (dashed line) for the optical

ber 1 (the values for other fibers are in a range from 5.5 to 6.7).

he cos 2 θ comes from the geometry (since the screen is flat and

amera sensitivity was already corrected), so our optical fibers on

utput have an angular distribution proportional to cos γ θ , γ = 3.5–

.7. These values were then used to calculate the light distribution

ver the mosaic in the calibration pulses. The azimuth dependence

f the light field was also checked and found to be less than 0.2%

hile the statistical uncertainty of signal measurement is about 1%.

.2. LED pulse stability check 

The overall calibration method is based on the assumption of

ED flash stability, e.g. that a diode under fixed settings gives the

ame amount of photons in two consecutive flashes. To estimate

he stability of the LED flash in laboratory conditions a series of

calibration’ frames was recorded. In this series all of the opti-

al fibers were detached from the calibration board except one.

his fiber was attached to the different LEDs one by one. Thus in

his case in the ‘calibration’ frame only the pulses from a single

ED were present, one pulse from time slots 1–7 and second one

rom time slots 9–15 (see Table 1 ). The pulses amplitudes were

stimated. The signal amplitude estimation precision is about 0.3–

.7%. In Fig. 3 the results of comparison of two pulses amplitudes

 S 1 and S 2 ) from the same frame are shown (dots). The black line

epresents the S 1 = S 2 case. In Fig. 4 the distribution of the pulse

mplitude differences is shown. There is a systematic 1.1% differ-

nce between the first and the second light pulse intensity which

s accounted for during the relative calibration. The LED pulse sta-

ility is about 1.2%. 

Another estimation was done using data from experimental

uns. From a series of ‘calibration’ frames that were recorded dur-

ng a short time (relative to the average conditions change time)

ariation of individual pulse intensities was estimated. Comparison

f all of the ‘calibration’ frames of one set of measurements during

 single flight (flight No.1 in 2013) shows that the pulse intensity

as stable even under varying conditions. Comparison of pulse in-

ensity fluctuations in the Hamamatsu R3886 ( σ / S ∼ 2% in a single

ED pulse and ∼1% in the all-LED pulse, see Fig. 5 ) and FEU-84-
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Fig. 4. Distribution of the relative difference between pulse amplitude from two 

consecutive individual LED flashes in the same ‘calibration’ frame in Hamamatsu 

R3886 PMT (histogram) with a Gaussian curve fit with a 1.1% width (dashed line). 
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Fig. 5. Distribution of the relative difference between signals from LED flashes in 

two consecutive ‘calibration’ frames in Hamamatsu R3886 PMT (black histogram) 

with a Gaussian curve fit with a 2% width (curve). 
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3 ( ∼3.5% and ∼2% respectively) shows that the LED pulse inten-

sity variation is comparable to the pulse intensity estimation error

(0.3% for R3886 PMT and 0.5–1.1% for the FEU 84–3 PMT in the

all-LED pulse). The long term stability of the LED may be checked

comparing pulse amplitudes from random ‘calibration’ frame pairs,

but this stability is not required for the relative calibration method

used. 

4. PMT mosaic calibration 

4.1. PMT linearity check 

The non-linearity of PMTs is a known problem. Data from the

‘calibration’ frame can also be used to check the PMTs linearity and

subsequent correction. Since the frame consists of individual LED

pulses and their combinations (see Table 1 ) one can check that

a PMT’s response is a linear combination of the responses to the

individual pulses. So parallel to the relative calibration procedure

(see below) the linearity check is done. 

First, individual LED pulses are estimated (time slots 9–15). For

this from the 30 bins of each pulse time slot only the 20 cen-

tral bins are taken leaving out 5 at the very beginning and end of
he slot for any possible transition effects (the LED achieves its in-

ended brightness not instantly but over about 30 ns what is equal

o ∼2 bins, and 1 bin for a possible timing uncertainty, plus 2 ex-

ra bins). For the measured value the average of these 20 measure-

ents is taken. The individual LED flashes (slots 9–15) were taken

s base or ‘true’ values S 
j 
i 

( j denotes slot number, i — PMT num-

er). Then combinations for slots (1–7) were checked. e.g. if the

MT response is linear then the signal in the first two time slots

ill be equal to the sum of all signals from individual LED pulses,

n the third time slot the signal should be equal to sum of signals

rom LEDs 1–6, and so on. 

The result is shown in Fig. 6 a. S measured stands for the signals

rom slots 1–7 (collective LED pulses), S predicted — for the corre-

ponding sums of signals from slots 9–15 (individual LED pulses).

lack dots represent the data for all FEU-84-3 PMTs, crosses for

he Hamamatsu R3886. The dashed line shows the linear depen-

ence. It can be seen that while FEU-84-3 shows little deviation

rom linearity (about 2–3%), the Hamamatsu R3886 shows signifi-

ant non-linearity. This non-linearity comes from the PMT’s power

upply which is the same in design as the power supply sources of

he FEU-84-3. But with the same voltage in the dynode system the

amamatsu R3886 has a much higher amplification which with

igher quantum efficiency can lead to FADC over saturation (all

ADCs are equal). Thus in order to decrease its amplification the

amamatsu R3886 was operated at a lower dynode voltage. More-

ver to decrease the fluctuations and the FEU-84-3 PMTs’ dark

urrent the last three dynodes of each PMT in the mosaic were

hunted together with the anode. This way of PMT powering is not

tandard and is described as unfavorable due to loss of linearity.

or Hamamatsu R3886 when directly asked the manufacturer pro-

ided no guaranty of linearity. So the non-linearity was expected

lbeit not to this scale. 

To solve this problem the signals in each PMT were corrected.

he following correction was used: 

 true = S measured (1 + τS 1 / 2 
measured 

+ αS measured ) , 

here for FEU-84-3 τ ∼ 4 · 10 −2 , α ∼ 3 · 10 −3 . As the common high

ignal in the ‘event’ frames is about 100 a.u. the corrections are

mall. 

The corrected linearity check results are shown in Fig. 6 b. The

eviation of each dot in the figure from the central line is less

han the error of signal estimation. For further use all signals in

he PMTs were corrected to ensure a linear response. It is worth

oting that the linearity corrections of the signals in PMT 1 affect

he overall results of the calibration procedure as the signals in

ther PMTs are normalized on the signal in PMT 1. However, the

ignals in the ‘calibration’ frame are high (higher than signals from

AS), thus the possible systematic uncertainty introduced by this

rocedure is less than the residual non-linearity (estimated to be

bout 0.2%), and thus is negligible. 

.2. Relative calibration 

.2.1. The method 

Relative calibration of the PMT mosaic was done differently

han the usual relative calibration in modern experiments [11–13] .

his is due to the compact geometry of the detector, in which the

ncidence angles of rays falling from a certain optical fiber output

n the farthest PMTs are high (see Fig. 1 a) making reflectivity sig-

ificant (along with small effective area of the PMT window). As

 result, the uniform light source will still produce non-equal sig-

als in the same PMT positioned in different places of the mosaic.

o this part was replaced with signal normalization in which the

ignals were corrected to the expected ones based on the known

neven light distribution. 
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Fig. 6. Linearity check for all 109 PMTs used. Dots represent the data for FEU-84-3, crosses are for Hamamatsu R3886. The latter shows significant non-linearity and must 

be corrected. Linear dependence for reference is shown by the solid line. 
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t  
Relative calibration was done for each ‘event’ frame using its

aired ‘calibration’ frame. For each ‘calibration’ frame a set of cali-

ration coefficients was estimated. The estimation was done based

n three assumptions. First assumption, PMT 1 is stable and has

he same sensitivity at any background lighting at a fixed voltage

n the dynodes. This was checked under laboratory conditions, no

ariations exceeding signal estimation uncertainty were found. The

nly thing that remained uncertain was the possible sensitivity of

he power source to the relative humidity, but this was estimated

o have a very small effect. The temperatures of all power sources

ere monitored continuously and showed little variation (only a

ew degrees during flights). Second, it was assumed that in one

rame two consecutive flashes of the same LED are of the same

ntensity (this was checked as described above). Third assumption

as that the PMTs’ sensitivities vary much slower than the 18 μs

elay between the event and calibration sequence. 

.2.2. Relative calibration procedure 

Since the geometry was fixed and known for each LED (see

ig. 1 for LED positioning), the distribution of light from that LED

cross the mosaic can be calculated taking into account the reflec-

ion from the PMT’s glass surface. Using this distribution the signal

 

j 
i 

from a certain LED j in each PMT i was calculated. After that,

he signals D 

j 
i 

were normalized to the signals in PMT 1 D 

j 
1 
, giving

he relative signals A 

j 
i 

= D 

j 
i 
/D 

j 
1 

( A 

j 
1 

= 1 ). It is worth noting that the

nly difference at this step from the commonly used relative cal-

bration procedure is that A 

j 
i 

cannot by all means be made equal

o 1 in our geometry. In most of the recent fluorescent or imaging

tmospheric Cherenkov telescopes a considerable effort is made to

nsure that the relative calibration light field distribution is uni-

orm or close to uniform. 

Next, the brightness of each LED was assumed equal to the

ignal, which was generated by its individual flash in PMT 1 ( S 
j 
1 

the measured signal in PMT 1) during time slots 9–15 of the

calibration’ frame with the 1.1% correction (see Section 3.2 ). Then

he theoretical signal in each PMT was estimated using these rela-
ive signals A 

j 
i 

as T 
j 

i 
= A 

j 
i 
× S i 

1 
. For time slots 1–7, where the LEDs

ere fired in combination, the signals were estimated as a sum

f individual light pulses, e.g. for time slot 7 the signals will be

 

7 
i 

= A 

1 
i 

× S 1 
1 

+ A 

2 
i 

× S 2 
1 

and so on. 

Finally, the calibration coefficient for each PMT C i was esti-

ated as the ratio between the predicted integral signal over

he full calibration frame, using all of the theoretical signals T 
j 

i 
ummed together over all pulses, and the measured one. 

.2.3. Relative calibration verification 

The next step was to check the validity of this calibration since

he relative calibration was done in automatic mode and was not

hecked manually later. For this the calibration coefficients were

pplied to a ‘calibration’ frame. Then, since the light distribution

ver the PMT mosaic was smooth and transition areas between

ulses were about 2–3 bins wide, the ‘time-space’ smoothing filter

as applied. In each PMT for each time bin the signal was aver-

ged with different weights with the signals in this and the neigh-

oring PMTs in this time bin and the signals in this PMT in two

revious and two following time bins. This procedure reduces the

ossible noise and strongly affects incorrect values (if there were

ny). After this new calibration coefficients were estimated by the

ame way as the first set. The new coefficients were expected to

e very close to 1, if the initial calibration was accurate. Or dif-

er by more than 0.05 from 1, if something went wrong (a clipped

alibration frame due to delay line malfunction, or the PMT was

ighly unstable due to power supply source failure and etc.). 

.2.4. Relative calibration uncertainties 

The uncertainty of the relative calibration comes from several

ources. 

First, the LEDs pulse stability was found to be 1.2%. So for the

ull ‘calibration’ frame the uncertainty from the LEDs instability is

bout 0.44%. 

Second, uncertainties in the parameters of the angular distribu-

ion of the optical fibers. It should be noted that the uncertainty
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Fig. 7. Typical quantum efficiency spectral profile of Hamamatsu R1924A-100 

(dashed line) [6] , Hamamatsu R3886 (dotted line) [6] , typical FEU 84–3 (solid line) 
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in the power index γ of the fit presented in Fig. 2 represents

the fitting procedure uncertainty only. Additional uncertainties

of the image processing (including the background and camera

sensitivity corrections and the geometrical uncertainties) introduce

much higher uncertainties. However, the models show that the re-

constructed relative calibration coefficients for a given event (from

experimental runs) using light fields calculated with an angular

distribution cos γ θ where 0 ≤ γ ≤ 8 (at γ = 0 the fiber angular

distribution is uniform and at γ = 8 the fiber produces a narrow

beam, two extreme cases) show variation only about 25% between

the extremes (the effects of the detector geometry). The change of

γ from 4.0 to 5.7 changes the resulting calibration coefficients by

2% on average and 7% maximum. In our case the fibers’ angular

distribution was measured with relatively good precision, the

uncertainty in the power index of the angular distribution is about

0,5–0,7. For this level of uncertainty in the angular measurement

the resulting uncertainty of the relative calibration coefficients is

below 2%. 

Third, uncertainties in the optical fiber positioning. The actual

positions of the fibers on the mirror were well measured, but their

directions were less well known (no better than 1.5 °). The mod-

els show that this uncertainty may add up to 3–10% difference

in the reconstructed relative calibration coefficients. But these un-

certainties tend to produce a higher systematic shift in the lat-

eral PMTs rather than in the central ones or produce local shifts

in a few PMTs. The local systematic shifts will result in groups of

points to be constantly shifted on the reconstructed LDFs. We ob-

serve no groups or isolated points with constant shifts higher than

5% on our LDFs, but a careful analysis may provide a better es-

timation. The radial dependent systematics are harder to identify.

This kind of systematic uncertainty produces leads to the spread-

ing of the LDF points for the on-edge events. Such systematic

shifts are detected and corrected at the LDF reconstruction and

analysis. 

Next, the signal measurement accuracy affects two things: first,

the precision of signal reconstruction in each channel and second,

and more vital, the precision of LED pulse intensity reconstruction

using data from PMT 1. Signal measurement error in PMT 1 in each

pulse in our case is from 0.8% to 2% depending on pulse number.

Overall precision of signal reconstruction in other PMTs is from

1.2% to 4%. The LED stability is higher than this (see Section 3.2 ).

So the estimated precision of the 7 LEDs’ combined flash is 2.6%.

This results in a 3% overall statistical accuracy of the relative cali-

bration plus 5% of the systematical uncertainty. 

This agrees with the precision estimation results obtained from

comparing of pairs of ‘calibration’ frames registered one right after

the other. The average difference between the relative calibration

coefficients in each PMT (except for a malfunctioning one) is less

than 3%. So we consider the accuracy of the relative calibration to

be 3%. 

4.3. Absolute calibration 

The DAQ system measures the voltage on the load resistor in

the PMT chain in arbitrary units (‘code’ units). So it is necessary to

determine the amount of photons on the photocathode that corre-

sponds to one ‘code’ unit in the output. One ‘code’ unit is equal

to a 2 mV step on the FADC input. Taking into account the am-

plifier coefficient of 30 and the fact that only half of the anode

current flows through the load resistor [7] , one ‘code’ unit is ap-

proximately equal to a 2.67 μA current through the PMT’s anode.

Thus for a 12.5 ns integration this gives 33 fC of charge. So the task

is to measure the number of photons that generate a given charge

on the anode output. 

For this a Hamamatsu L11494-430 stabilized light source [15]

with emission intensity of 1.002 pW ( ∼2.12 · 10 6 photons per sec-
nd) in the HI mode was used. The diameter of the emission area

f the light source was 7 mm, the emission peak maximum was at

30 nm, spectral line FWHM was 65 nm and the stability was ±
% (manufacturer provided data). 

.3.1. Intermediate PMT calibration 

Unfortunately the design of the PMTs’ power sources used in

he SPHERE-2 apparatus does not allow to achieve the maximal

mplification with the Hamamatsu R3886 PMT and to set it into

hoton counting mode, thus making it impossible to calibrate

t with the L11494-430 light source. So the absolute calibration

f the Hamamatsu R3886 PMT was done using another highly

ensitive PMT — Hamamatsu R1924A-100 powered via the man-

facturer recommended scheme. Though the actual values of the

uantum efficiency of this PMT (35%) are higher than those of

amamatsu R3886 (24%) and FEU-84-3 (18%), the maximums

f R1924A-100 and R3886 quantum efficiency curves are near

00 nm (see Fig. 7 ), e.g. are in the same wavelength region. So

he idea was to measure the quantum efficiency and amplification

oefficient of the R1924A-100 PMT and use it in turn to calibrate

 brighter blue light source, which was then used to calibrate the

amamatsu R3886 PMT. 

In order to measure the quantum efficiency of the Hamamatsu

1924A-100 PMT, it was set into the maximum amplification mode

nd brought into contact with the light source working in the con-

inuous emission mode. Then 20 oscillograms of the voltage on the

oad resistor in the PMT chain were registered with an external

eCroy WaveJet oscilloscope. Each oscillogram was 200 μs long at

 2 Gs/s rate (e.g. 0.5 ns discretization). In Fig. 8 a part of such os-

illogram is presented. Single photoelectron peaks can be clearly

een, the minimal distance between two peaks was about 100 ns,

.g. no overlapping was observed. 

In Fig. 8 b the same oscillogram averaged over 50 ns is shown.

he baseline voltage variations can be clearly seen. These varia-

ion come from numerous sources (the variations of the power

upply grid, radio emission of numerous phones and wireless de-

ices nearby etc.). The baseline variations were estimated to have a

ery low impact on the photoelectron effective charge estimations

the photoelectrons, as follows from the averaged signals, produce

0 0–80 0 times higher voltage pulses), but they strongly widen the

oise peak around the true zero and thus may affect the estima-

ion of the number of photoelectrons. The baseline was corrected

sing two different approaches: using local data and using contin-
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Fig. 8. The oscillogram of the voltage impulses on the Hamamatsu R1924A-100 anode collected when lighted by the Hamamatsu L11494-430 light source. The right figure 

shows baseline fluctuations of the same oscillogram on the left. Black line shows the averaged over 100 time bins (50 ns) voltage oscillogram, gray line with dots show 

linear baseline approximation, while dotted line presents continuous baseline approximation (see text). 1 a.u. is the ADC step and is equal to 62.50 μV. (For interpretation 

of the references to color in this figure legend, the reader is referred to the web version of this article). 
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ous smoothing. For the local data approach (gray line with dots

n Fig. 8 b) the oscillogram was divided into 500 ns long parts. For

ach part the distribution of the voltage values was fitted with a

aussian distribution. The mean values were assigned to the center

oints of the respected oscillogram parts (shown in the figure as

ots). The baseline value for other points was linearly interpolated.

his approach allowed to better estimate of the charge under the

ingle photoelectron peaks. But even better results were achieved

sing continuous baseline approximation. This approximation was

uilt for each point of the oscillogram (except the edges) as the

ean value of the recorded voltage within the 500 ns part ex-

luding values laying more than 10 a.u. from the average (approx-

mately 3 σ of the noise). This approximation is shown as the dot-

ed line in Fig. 8 b). For further analysis the baseline was subtracted

rom all recorded oscillograms. The average residual baseline un-

ertainty is estimated to be less than 0.1 a.u., e.g. 6.25 μV. But

t adds as a random error and does not add to the systematical

rror. 

These voltage oscillograms then were converted to anode cur-

ent oscillograms. Then, for any current value everything around

ith the same sign (e.g. in between the two changes of the

urrent sign) was assumed to be a single peak. By integrating

he area under these peaks the charges were obtained and their

istribution was built. In that distribution the main peak around

ero presented the noise. The positive collected charges were

roduced by random noise, the negative charges were produced

y random noise and photoelectrons. The noise peak was assumed

o be symmetrical and the positive part of the charges distribution

as subtracted from the negative. The resulting distribution is

hown in Fig. 9 . In the left part of the figure are the omitted

esidual noise peak values (crosses), in the center is the single

hotoelectron maximum (black dots) and on the right is the

mitted part from particles (crosses), that were observed even

hen the light source was turned off. The dashed line in the

gure represents the Gaussian fit of the photoelectron peak. 

From this fit the number of photoelectrons (3176 ± 78) and the

verage charge on the anode from a single photoelectron (0.499 ±
.003 pC) were obtained. This number of photoelectrons was ob-
 T  
ained from 20 oscillograms over a total time of 4 ms. During this

ime the light source should have emitted 8480 ± 150 photons.

he PMT’s photocathode dark current according to manufacturer-

rovided test sheet is 1.30 nA. For 4 ms this gives accumulated

.2 pC charge of 10 photoelectrons due to thermoemission. Thus

he quantum efficiency of the PMT in question was 37.3 ± 1.1%

relative uncertainty 3%) for the emission line 430 ± 33 nm. The

bsolute sensitivity of the PMT was calculated as the number of

hotons in one arbitrary unit, e.g. as the product of the quantum

fficiency and the amplification coefficient of the dynode system.

he amplification of the dynode system can be derived from the
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Fig. 10. The histogram of deviations from mean of signals measured during Hama- 

matsu R3886 zone sensitivity check (black line) along with its Gaussian fit(dashed 

line). Fit with is about 0.5 a.u, signal estimation uncertainty about 1 a.u. 

Table 2 

Hamamatsu R3886 sensitivity at different voltages. Third column lists 

photons from calibration LEDs, fourth column lists ‘ideal’ (see text) 

Vavilov–Cherenkov photons in the 20 0–70 0 wavelength range. 

Voltage Collected Sensitivity Photons in 

code charge, nC photon/pC ‘code’ unit 

255 30.28 67.7 5.33 ± 0.16 

150 11.01 189 14.32 ± 0.44 

106 7.61 269 20.7 ± 0.6 

69 5.65 362 27.9 ± 0.9 

63 5.44 377 29.0 ± 0.9 

50 4.98 412 31.7 ± 1.0 

0 3.81 538 41.4 ± 1.3 
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manufacturer provided PMT test sheet as the ratio of the anode lu-

minous sensitivity (316 A/lm) to the cathode luminous sensitivity

(102 μA/lm) or as the ratio of the mean charge of a single photo-

electron peak to the electron charge. From the manufacturers data

the PMT dynode system amplification is (3.10 ± 0.03) · 10 6 . From

our measurements the PMTs amplification was (3.115 ± 0.003) ·
10 6 . The two values are in a very good agreement. For the Hama-

matsu R1924A-100 PMT in maximum amplification mode it was

found to be 5.37 ± 0.16 photon/pC for the 430 ± 33 nm emission

line. 

4.3.2. R3886 PMT calibration 

To estimate the sensitivity of the Hamamatsu R3886 PMT (the

one, used as stable in the experimental run) both PMTs were posi-

tioned close to each other at about 40 cm from a LED light source.

This LED was similar to those used in the experiment with emis-

sion maximum at wavelength of 405 nm and a 15 nm line half

width [8] . The LED was covered by a spherical Lambertian diffuser

and each PMT was covered with a diaphragm with a 6 mm hole to

ensure that, first, both PMTs will receive the same amount of light

since R3886 and R1924A-100 have different photocathodes diam-

eters (34 mm and 22 mm respectively) and, second, that R1924A-

100 photocathode will be illuminated on the same area, that was

used during its absolute calibration. The Hamamatsu R1924A-100

PMT was set under the same conditions as in the calibration mea-

surements above and the Hamamatsu R3886 PMT was set to max-

imal amplification allowed by its normal power source. A series of

30 μs LED flashes was fired and the PMTs’ outputs were recorded

by the same external LeCroy WaveJet oscilloscope. 

The quantum efficiency of the Hamamatsu R1924A-100 PMT at

430 ± 33 nm is lower than at around 405 nm (see Fig. 7 ). The ef-

fective quantum efficiency for 405 ± 15 nm LED is by 15% higher

(typical 34.3% against typical 29.0% and we have a sensitive in blue

area PMT according to its manufacturer-provided testing sheet).

The uncertainty of this estimation is discussed below. This correc-

tion was applied in further calculations (e.g. 4.54 ± 0.14 photon/pC

at 405 ± 15 nm for R1924A-100). Since the PMTs are connected

to DAQ via relatively long well measured cables (2 m), the cables

have a different resistance for short and long pulses (see [7] ), what

results in a 7% less measured current for long pulses (single pho-

toelectron) meaning 4.84 ± 0.15 photon/pC for long pulses (rela-

tively long LED pulse). From the total amount of charge (243.23 ±
0.33 nC including baseline estimation uncertainty) collected from

the Hamamatsu R1924A-100 PMT during 30 μs pulses the num-

ber of photons that fell on its photocathode was estimated to be

(1.178 ± 0.036) · 10 6 . Assuming that the same number of photons

fell on the Hamamatsu R3886 photocathode, for the total collected

17.40 ± 0.04 nC charge its sensitivity was estimated to be 67.7 ±
2.1 photon/pC for a 405 ± 15 nm LED emission line. 

To ensure the correct results of the R3886 PMT calibration its

photocathode was checked for zone sensitivity variations as the

measurements above were taken for a 6 mm diameter center area

only. For this test the PMT was illuminated by a copy of the cali-

bration board equipped by the 7 LEDs with different emission line

mean wavelengths (from 405 up to 660 nm) and widths (from

15 up to 65 mn). For the light source stability control the second

PMT was installed near the first one. The light source was installed

behind two Lambertian diffusers set 2 cm apart of each other. A

6 mm diaphragm was positioned in the center and at 4 points

near the edge of the photocathode. For each diaphragm position

3 series of light pulses were recorded (see Table 1 for pulse pat-

tern) using a LeCroy WaveJet oscilloscope. The amplitudes of the

reconstructed light pulses S i show small variations for different di-

aphragm positions. No systematic change in reconstructed signals

was observed. In Fig. 10 the distribution of signals deviation from

mean is shown along with its Gaussian fit. The average deviation is
bout 0.5 a.u. while the estimated uncertainty in the signal recon-

truction is about 1 a.u. (0.8–1.1 a.u.). So the we assumed Hama-

atsu R3886 photocathode to have equal sensitivity in each point

n the 400–670 nm wavelength range. 

In experimental runs the voltage on the Hamamatsu R3886

ynode system was set automatically to suit the flight conditions

nd the voltage was always much lower than the maximum pos-

ible. In order to measure the sensitivity at lower voltages another

eries of LED flashes was made. The flash intensity was controlled

ith the Hamamatsu R1924A-100 PMT via the same oscilloscope.

ut the signal from the Hamamatsu R3886 PMT was recorded by

he detectors of the DAQ system and with the LeCroy WaveJet os-

illoscope in parallel. With fixed LED flash brightness (the total

umber of emitted photons estimated as (2.08 ± 0.06) · 10 6 ) the

ependence of the charge collected from Hamamatsu R3886 from

he voltage on its dynode system was measured. The calibration

esults are given in Table 2 . In the third column the sensitivity to

he 405 nm LED photons are given as obtained from the calibration

rocedure. 

To estimate the number of Vavilov–Cherenkov photons in the

0 0–70 0 nm wavelength range in a unit of charge, the response

atio to an average LED photon and an average Vavilov–Cherenkov

hoton was calculated using the PMTs’ photocathode quantum ef-

ciency wavelength dependence profiles. This ratio was about 2.33

or Hamamatsu R3886 and 2.18 for FEU-84-3 and thus the ac-

ual numbers of photons in the real observations were respec-

ively higher (for the Hamamatsu R3886 PMT see fourth column

n Table 2 ). However, the presented values were calculated for

n ‘ideal’ Vavilov–Cherenkov spectrum (that is J ∼ 1/ λ2 ). The real

pectrum of Vavilov–Cherenkov photons from EAS depends on the

hower primary energy, type and zenith angle and can be obtained

rom the simulations, thus the number of Vavilov–Cherenkov pho-

ons depends on the shower parameters. 
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Fig. 11. The Hamamatsu R3886 PMT sensitivity curve: dots represent measure- 

ments, solid line represents cubic fit. 
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Fig. 12. The comparison of the FEU 84–3 and Hamamatsu R3886 PMTs sensitivity 

to different wavelength LED pulses. The signal ratios are normalized to the signal 

ratio at 475 nm, as the PMTs have different amplification. The dashed line repre- 

sents power estimated signals ratio from quantum efficiency curves (see Fig. 7 ). 
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The real voltages in the 2013 experimental run were between

ode 59 and code 89 thus giving us an average of 24 photons per

code’ unit (see Fig. 11 ). 

.3.3. Absolute calibration uncertainties 

The Hamamatsu R3886 absolute calibration procedure uncer-

ainties come from several sources. 

First, the Hamamatsu L11494-430 light source has stability of

%. Any uncertainty in the number of photons this light source

roduce affects the results of the absolute calibration giving sys-

ematic shift, thus adding 2% systematic uncertainty. 

Second, the uncertainty in the number of photons that fell on

he R1924A-100 and R3886 PMTs photocathodes during the cali-

ration. The main source of this uncertainty is the misalignment

f the LED. The shift of the PMTs by 10 mm (and this is twice

igher than the PMT positioning precision) orthogonally to the

ight source direction results in 0.13% difference in the number of

ollected photons. This is a small uncertainty compared to other

ources. The diaphragm diameter uncertainty was about 0.02 mm

nd the resulting uncertainty of diaphragm area was 0.7%. 

Third, the spectral dependence of the Hamamatsu R1924A-

00 quantum efficiency is taken from the manufacturer provided

atasheet. The manufacturer’s test results state that the PMT has

 cathode blue sensitivity index of 14.60, while a typical PMT of

his model has blue sensitivity index of 13.50. The blue sensitiv-

ty index is a cathode current produced by a normally powered

MT illuminated with tungsten lamp at 2856 K through a Corn-

ng CS 5–58 optical filter polished to the half-stock thickness. This

lter has a transparency window at 405 nm with a 42 nm half

idth (plus some transparency in the near infrared region) with

eak transparency of 60%. This effectively produces the light source

ith a 430 nm mean wavelength and a 35 nm half width peak.

his means that our Hamamatsu R1924A-100 PMT is more sensi-

ive in the blue area than a typical one. The PMTs datasheet also

tates that the PMTs cathode is 8% less sensitive to the broad spec-

rum of the above mentioned tungsten lamp (which has a maxi-

um in infrared region). With high measured quantum efficiency

o the 430 nm light source, this means that our PMT has a quan-

um efficiency curve significantly different in shape, than the typ-

cal one, with higher sensitivity in the blue and violet region and

ower in the red spectrum region. This may lead to incorrect es-

imation of the PMT sensitivity to the 405 nm LED photons using

he sensitivity to the 430 nm photons (with account for their line

idth). 

However, we performed a test of the PMT response dependence

n the wavelength using the same setup which was used to check

he Hamamatsu R3886 PMT zone sensitivity. In the first series of
easurements the Hamamatsu R3886 and a number FEU 84–3

MTs were illuminated by the different LED pulses. The LEDs used

ad the following emission lines (the mean wavelength and line

alf width are listed): 405 ± 15 nm, 405 ± 33 nm, 430 ± 39 nm,

70 ± 27 nm, 455 ± 26 nm, 590 ± 17 nm, 660 ± 14 nm. The

ED properties were taken from manufacturers data sheet [16] . The

ignals from the PMTs were registered using both channels of the

scilloscope. Thus each LED pulse was registered by both PMTs si-

ultaneously allowing direct comparison of the registered signal

mplitude. The results of this comparison are presented in Fig. 12 .

he plot shows measured signal pulse amplitudes in FEU 84–3 and

3886 PMTs. The ratios are normalized to the ratio for a 475 nm

ED. The line on the plot presents expected ratio calculated using

uantum efficiency spectral dependencies (see Fig. 7 ). In the 400–

00 nm region the expected and measured ratios are in a relatively

ood agreement. In the long wavelength region the agreement

s very poor, meaning high FEU 84–3 PMT sensitivity to the red

hotons. 

The same test was done for the Hamamatsu R1924A-100 and

amamatsu R3886 PMTs pair. The results are presented in Fig. 13 .

he measured ratios are in a good agreement with the expected

nes except for the long wavelength area where both PMTs have

 low quantum efficiency. Also Hamamatsu R1924A-100 PMT from

he manufacturer’s test is expected to have a lower quantum ef-

ciency than the typical PMT of that type. The measured signal

atio for the 430 nm LED is 1.025 ± 0.06 and the expected ra-

io is 1.077. For the 405 nm LED (the same to ones used in cali-

ration board) the measures signals ratio is 1.024 ± 0.08 and the

xpected one is 1.107. Thus, we assume that the manufacturer pro-

ided quantum efficiency spectral curves are correct (except of the

EU 84–3 PMTs in the red area). Then the 15% correction applied to

he Hamamatsu R1924A-100 PMT sensitivity between Hamamatsu

11494-430 light source and calibration LED is estimated correctly

nd adds a 6% systematic uncertainty. 

The uncertainties in the LEDs properties do not affect the abso-

ute calibration results directly, but introduce uncertainties in the

uantum efficiency spectral curve check. However, the variation of

he mean wavelength by about 15 nm results only in a 3% change
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Fig. 13. The comparison of the Hamamatsu R1924A-100 and Hamamatsu R3886 

PMTs sensitivity to different wavelength LED pulses. The signal ratios are nor- 

malized to the signal ratio at 475 nm, as the PMTs have different amplification. 

The dashed line represents power estimated signals ratio from quantum efficiency 

curves (see Fig. 7 ). (For interpretation of the references to color in this figure leg- 

end, the reader is referred to the web version of this article). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 

The calibration procedure uncertainties breakdown. 

Source statistic, % systematic, % 

Relative calibration 

PMTs residual 

non-linearity 

0.3 0.1 

LED pulse stability 0.5 –

Calibration pulse 

intensity estimation 

2.8 –

Light distribution over 

mosaic uncertainty 

– 5.1 

Absolute calibration 

L11434-940 output 

stability 

– 2.0 

R1924A-100 quantum 

efficiency estimation 

– 3.0 

R1924A-100 gain stability – 0.1 

R3886 calibration 

Calibration pulse 

estimation precision 

– 0.3 

Calibration LED 

misalignment 

– 0.1 

Diaphragm size – 0.7 

In-lab PMT gain stability – 0.2 

Correction on quantum 

efficiency spectral 

dependencies 

– 6.3 

FEU 84–3 red sensitivity 

correction 

– 3.0 

R3886 in flight 

Temperature instability 3.0 –

Dynodes voltage 

instability 

4.3 –

Total 6.0 9.4 
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in the expected signal. The same is true for the LED emission line

half width, the widening of the line by 10–15 nm result only in a

2–3% change in the expected signal. The uncertainties of the sig-

nal estimation were about 10%–20% and thus the LED’s parameters

uncertainties have small impact. 

Another source of uncertainties is the state of the PMT power

supplies and their temperature. During all tests in the laboratory

the Hamamatsu R1924A-100 PMT was powered by a manufacturer

recommended scheme. The voltage on the dynode system was con-

trolled with 0.5 V precision at 1250 V, thus the variations in PMT

gain were less than 0.1% according to the manufacturer provided

data. The Hamamatsu R3886 PMT was powered using the detec-

tors default power supply. The voltage on the PMT was monitored

and showed variations ∼1.2 V at 950 V, the gain variations were

less than 0.2%. All measurements were performed after the PMTs

were kept in a dark environment overnight and powered for more

than 30 min. The temperature of the PMTs was not monitored, but

there were no large variations in the room temperature during and

between measurements. So we assume the uncertainties coming

from PMT state to be negligible. 

However, the temperature and voltage on the Hamamatsu

R3886 dynodes fluctuated during the flights. The average voltage

fluctuations from the mean value were about 6–7 V and temper-

ature variations of the PMT were 5–10 °C. The variation in the

R3886 PMT gain caused by these voltage fluctuations were about

4.3% according to the manufacturer provided data. The variation

of the PMT gain caused by the temperature variations are a more

complex subject as the sensitivity temperature coefficient is wave-

length dependent above 550 nm (-0.4 %/ °C below 550 nm). Most of

the Vavilov–Cherenkov photons have short wavelengths so we esti-

mate the uncertainty from the temperature variations to be about

3%. The SPHERE-2 detector telemetry contains all of the necessary

data for an event-by-event correction of these fluctuations, but a

careful analysis is yet to be done. 

Next, the uncertainty in the estimated number of Vavilov–

Cherenkov photons in 1 ‘code’ unit for FEU 84–3 PMT caused
y the higher than expected PMT quantum efficiency in the long

avelength area results in a 5–10% uncertainty (individual for each

MT). This uncertainty can be corrected using the same method of

ignal ratios comparison adding a 3% systematic uncertainty to the

MT absolute sensitivity. 

The overall precision of the absolute calibration of Hamamatsu

3886 is about 3% what gives a 6% precision of the absolute cali-

ration of every other PMT in the mosaic with a 10% systematical

ncertainty (see Table 3 ). 

. Discussion 

The presented LED calibration method is suitable for any other

xperiment which utilizes tight PMT arrays. This particular method

eatures a few advantages and a few drawbacks comparing to the

nes used at Auger [9] or MAGIC [13] . 

The main difference of this implementation of calibration

ethod is that the relative calibration is done differently. Instead

f illuminating the PMT mosaic with a uniform light field and ex-

ecting the collected number of photons to be equal, this method

elies on a modeled light distribution with account of reflections

rom PMTs surfaces. In our detector the mirror (and optical fiber

utputs) are positioned close to the PMTs (see Fig. 1 b) and hence

he incident angles are high enough for reflectivity from the PMT

lass to become significant and the effective PMT window surface

o become much smaller. In this case the fiber output angular

niformity will not mean equal signals in PMTs. So the relative

alibration becomes more complex. 

The main drawback of the current realization of this method

s that all of the calibration measurements were made with light

ources (specific or just LEDs) in a relatively narrow wavelength re-

ion (400–430 nm). The Vavilov–Cherenkov radiation has a contin-

ous spectrum, which in the air spans approximately from 250 nm

p to 900 nm (and further, but that region is rarely used for EAS
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egistration). So if all of the calibration procedures are done at the

ame wavelength, but the PMTs have different quantum efficiency

avelength dependencies, then the calibration will be wrong in

erms of the reconstructed number of Vavilov–Cherenkov photons.

his possible error however did not appear in our data since the

econstructed Vavilov–Cherenkov radiation photons lateral distri-

ution functions (LDFs) did not show any systematically misplaced

oints (which would have indicated such a problem). 

In any case this drawback can be corrected by introducing sev-

ral LEDs with different wavelengths into the calibration system.

ainly they should flash from the same optical fiber to have an

xactly the same light distribution over the mosaic and hence give

 relative spectral calibration with respect to the same central sta-

le PMT, that can be calibrated later under laboratory conditions.

hese LEDs should add only a single line each without the need

o reproduce the whole calibration pattern. And this improvement

ill be made in the next version of the SPHERE detector. 

The main advantage of this method comparing to the one from

he Auger experiment is that the relative calibration is made in

ach event rather than at the beginning and end of the night or at

ome fixed large intervals. During the night we observed changes

n the dark current of our PMTs (about 20% variation) caused by

hanges in background lighting. Also some variation was observed

ue to temperature variations, but they were small. There is a

trong (though not linear) correlation between the dark current

nd our PMTs’ sensitivities. This is true for most of the old multi-

lkali photocathodes, which is a result of photocathode aging [17] .

o control of the PMTs’ relative calibration in each event not only

ives high calibration precision, but also allows to use cheaper and

lder PMTs in the mosaic. 

. Conclusion 

The method of calibration used in the SHPERE-2 detector was

ased on an on-line relative calibration and subsequent absolute

alibration. The presented method allowed to check for PMTs non-

inearity and its subsequent correction. Relative calibration of the

MT mosaic allowed to achieve a 3% accuracy. Absolute calibra-

ion had a 3% statistical and a 6% systematic error. So the over-

ll accuracy of the calibration procedure is 6% statistical plus 10%

ystematic error. Additional analysis of the reconstructed LDFs and

irect measurement of the Hamamatsu R3886 and FEU 84–3 PMTs

uantum efficiency spectral profiles can significantly enhance the

recision of the calibration procedure. 
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